**Path Analysis http://luna.cas.usf.edu/~mbrannic/files/regression/Pathan.html**

What is a path coefficient? What are exogenous and endogenous variables? What is a recursive model? How are path coefficients and regression coefficients related? Graph and describe decomposing correlations into Direct Effects, Indirect Effects, Spurious Effects, and Unanalyzed Effects. Estimate path coefficients for simple models given correlation and/or regression coefficients. Describe the ordinary regression model as a path model. How does path analysis portray the effects of the independent variables in ways that ordinary multiple regression does not? What does it mean for a parameter to be identified and/or unidentified? What is a just-identified model? What is the root-mean-square residual and how is it used? What is the logic used in evaluating path models?

**Historical Background**

Path analysis was developed as a method of decomposing correlations into different pieces for interpretation of effects (e.g., how does parental education influence children's income 40 years later?). Path analysis is closely related to multiple regression; you might say that regression is a special case of path analysis. Some people call this stuff (path analysis and related techniques) "causal modeling." The reason for this name is that the techniques allow us to test theoretical propositions about cause and effect without manipulating variables. However, the "causal" in "causal modeling" refers to an **assumption** of the model rather than a property of the output or consequence of the technique. That is, people *assume* some variables are causally related, and test propositions about them using the techniques. If the propositions are supported, it does **NOT** prove that the causal assumptions are correct.

**Path Diagrams and Jargon**

There are customs about displays and names of things in path analysis. Arrows show assumed causal relations. A single-headed arrow points from cause to effect. A double-headed, curved arrow indicates that variables are merely correlated; no causal relations are assumed. The independent (X) variables are called exogenous variables. The dependent (Y) variables are called endogenous variables. A *path coefficient* indicates the direct effect of a variable assumed to be a cause on another variable assumed to be an effect. Path coefficients are standardized because they are estimated from correlations (a *path regression coefficient* is unstandardized). Path coefficients are written with two subscripts. The path from 1 to 2 is written p21, the path to 2 from 1. Note that the effect is listed first. A path analysis in which the causal flow is unidirectional (no loops or reciprocal causes) is called *recursive*.
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Points to notice:

1. All possible paths from earlier to later variables are included in this particular graph (1 to 2, 3, & 4; 2 to 3, 4, 3 to 4). There are no backward paths (e.g., 4 to 1).
2. The only exogenous variable is 1 (it has no arrows pointing to it).
3. There are 3 endogenous variables here (2,3,4). Each endogenous variable is explained by 1 or more variables in the model, plus an error term (e2 - e4). An endogenous variable can be a cause of another endogenous variable, but not of an exogenous variable.

**Assumptions**

The assumptions for the type of path analysis we will be doing are as follows (some of these will be relaxed later):

1. All relations are linear and additive. The causal assumptions (what causes what) are shown in the path diagram.
2. The residuals (error terms) are uncorrelated with the variables in the model and with each other.
3. The causal flow is one-way.
4. The variables are measured on interval scales or better.
5. The variables are measured without error (perfect reliability).

Some or all of these assumptions may not be true. More advanced models are used to cope with some less restrictive sets of assumptions. For now, let's assume that the assumptions are true so that we can develop the concepts.

**Calculating Path Coefficients**

Because we are working with correlations, we can assume that our variables are in standard score form (z scores). For our example, the equations for the four variables are:
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Note that the first variable is not explained by any other variable in the model. In path language, *e* means stray causes, or causes outside the model. The *e* does not stand for measurement error, which is assumed to be zero. The second variable (2) is due partly to the first variable and partly to error or unexplained causes. Note the correspondence between the path diagram and the equations. Each z is determined by the paths leading directly to it, and not the indirect paths (e.g., there is no mention of p21 in the determination of z3).

To calculate the path coefficients, we will use observed correlations:
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Which is the formula for *r* with z scores. If we substitute the path equation for z2, we get:
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which amounts to
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The first term on the right is ![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa6.gif](data:image/gif;base64,R0lGODdhZwBLALMAAAAAAIAAAACAAICAAAAAgIAAgACAgICAgMDAwP8AAAD/AP//AAAA//8A/wD//////ywAAAAAZwBLAAME//DJSau9OOvNu/9gKI5kaZ5oqq5s675wC8x0bd90rHf114u/XSnIA5hmwiGRYzwmlUjfqfkcLTVUa7Yaur6iXKCXtQ13czGwWasmT9prz/h4i4vRd5tdNcfi9it9cmWAUIRShYFwIIuJSo+OfIdFkZJ0lSmNPBSamH6QD2qTnpyjG3+cpKemU6oZnZmuGLAWrBW2kbS3uG+yu2Jdvm+8w0DCobrDyRKCiTjPz8d50NTEZGjNTNXbgHjL0sDK4F9ZeOOKpdbnq78k2+/w8d+hterrWO3F91q36aL2x/7NKgdQFrZRAve94pVQ4YV5pRw+ZFhPYkVK+RQt0uNC1yGIg0wGkutTR1/HjQUdmjNpkdFKZC2DwcwYkwmzLSlVssypkIqomi5NgrSYcKjEojzvtckGlNnEpEqfNg05cSrGi1azat3KtavXr2DDiojQADs=), which is the path coefficient times the variance of z1. The variance of z1 is 1, because it is in standard form (this is an entry on the main diagonal of the correlation matrix). The second term on the right is the correlation between z1 and e2. But we know that this correlation is zero because that is one of the assumptions of path analysis. So, if we are dealing with z scores, the path coefficient from 2 to 1, p21 is r12.
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A path coefficient is equal to the correlation when the dependent variable is a function of a single independent variable, that is, there is only one arrow pointing at it from another variable. So we know our first path coefficient, which leads from 1 to 2. If we look at variable 3, we can see that two paths lead to it (from variables 1 and 2). We can compute paths based on the correlations between variables 1, 2 and 3. Because the error terms are uncorrelated with anything, we will conveniently leave them out of the calculations.
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![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa9.gif](data:image/gif;base64,R0lGODdhsQFpALMAAAAAAIAAAACAAICAAAAAgIAAgACAgICAgMDAwP8AAAD/AP//AAAA//8A/wD//////ywAAAAAsQFpAAME//DJSau9OOvNu/9gKI5kaZ5oqq5s675wLM90bd94ru987//AoHBILBqPyKRyyWw6n9CodEqtWq/YrHbL7Xq/4LB4TC6bz+i0es1uu9/wuHxOr9t5gPx9z+9r8oB+goN2ABOBhImKcIiLjo9mjZCTlFySlZiZUpeanZ5InJ+ioz6hpKeoNKaprK0qq66xsiCws7a3FrW4u7a6vL+tvsDDpMLEx53Gf4DMzc7P0MrI00fSGNHY2c/U3FPW184n4d3kTt/gzSnn5ew367nbKHrt9Ebv8Ony8/X8QPf4zNQZ6kewxz+A//YZLBhjIKaALeKVULiDIsMVFhVhYyFxREZ3F/9nOOzWEcrHkBxHUitpDqUqlSvHPTnpEiPMaSyT0Kz5aiewnNVusvE5VCgymUoOaiG6RukpoEOcZmHa1Ki+TFAnavtwEGLKjSlleI2YTRxVhA7HUsrqcasHY9vYinBrUx9EuW3BarXaoVE+rEjtRqN1VkIghU7p1hWoZ6RawdAEm0DUuHBfbXibBJ4s9OxjDo8Td+bbtqchilIfGCV92TIFyodeYM6s+a/ZC4U/bwjtGndnGL0B+mbNdTRj4uAMI39Ee+5y5ZZDpYYH/HkGU9Nx2wyu+nQw3QLzWv+YPTbk2c+xc39r/fq79f7Qy9+8t2H77rnJw3d/XD7h1fv9QVb/cJV9FyB1JICXHDrViXRfBeod6JsL65RXSHncKTjhcA8u8xJjDNpHYYUdOjdfiURYmKEyETbooGTDiThibxZy6N9UEkLIHjrLSXfOScStCCOEOb6GIo8JAjlajVuoCBNiSnq2JEIhbmikkSXC5yNqn9mGoI6HaEikaxHelNaRY6i4IH4AShkjkcpRqd2XXjpn15thQjembhntQ5uYeFqZ56B7AFoanF8GuptxYBKKpaBxjnkbZ2buhJikiGaq2qOtJWmVT0VaEiqbOdEEV6WXKUrqZvesx4kul2q6Kn2OLtOehqSNiiOaaNUZaZWg+cUUgHsC5WqWkvhiqWNledhp/0Nr6Xqoe6wdJtpVpcxjqGHBLrYor9fYWqi00wJLraf8TWoQgXxJGCS5bZJLBZN2LpqqeIxy9sM3vprX044idVvHtdjaK66+kJarQ6v6hSVwwN/SQXDBBq9ZX6JJZotiw69wZUO14H6lYGQhSBUgVfod2efGIZespZkOPwxxxaDASmOOJ/dobsYYK5xDQk/yilzLAoJWG6hakeUtwGHutzLFPwPdaK3FMf1hLlcyIeZ9Jh+4YnNTc3oxDnrJDCXYTdMatUpq2zPyre4qRa+tqzBM9EtqDeZpv9G+beKJ6PEkOKWw5Af4jYMnThibFrN3eOCKR54qn+k9DrnkmK/ZZYePll+e+eeEbg766DWn3TPpqO+7p6ypt14R25fI6/rsjTNONe24ixW0n3fn7nvW+Nz++/Dhcfgr8cgXL9ymyTcPNZZzO0+6qXxLb3261Mp+/efLar895qBG/73kRIk/vuAk73z++rSw7/778Mcv//z012///fjnr//+/Pfv//8ADKAABxiHCGwAOw==)
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after simplifying terms:
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At this point, we know r12 and r13, but we still don't know p31 and p32. We can, however, use r23 to create a second equation that will produce a system of simultaneous equations that we can solve for the path coefficients.
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after simplifying terms:
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Therefore, we have two equations with two unknowns:
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We can solve for p31 by subtracting p32r12 from both sides of the first equation, thus:
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Now we can substitute this for p32 in the second equation, thus:

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa17.gif](data:image/gif;base64,R0lGODdhwQE/ALMAAAAAAIAAAACAAICAAAAAgIAAgACAgICAgMDAwP8AAAD/AP//AAAA//8A/wD//////ywAAAAAwQE/AAME//DJSau9OOvNu/9gKI5kaZ5oqq5s675wLM90bd94ru987//AoHBILBqPyKRyyWw6n9CodEqtWq/YrHbL7Xq/4LB4TC6bz+i0es1uu980AAA+ntPvVTm+bt/7l31/YHqChUNygYZdhIqNOoiOX5CRlHGJlVmMmJsrmpyZl5+iIJOjoKaoH56pVKtOrqxFpbGtsIChtIe2uUyIuEq7b7O1wR3FVr6/lsonw6rMMccpvkLJs9RX2BnWms5R3BPgL+IS2i7e3IHeNdIc6eXWRObJWOsX2vSgeozm4939LACGK5XvEbQQ2PjZM6hQYMB0EAtqcHiPIMVv+xJdRGFxowmKCf8l4mjngdqlhTkSwjvYLKLLgx4HEsrIshfAmCUmzSSJ0J5JOyij1SyZ0QLOZXP46atpkgLPJAKPjtDZZ6gIkDvD9Xi6QeRKq0KTSgoq8wHXJuuk9gQ60iEksEJbuCXLbt/Ydmpbvnx31VbeZ0nh5pxrVjCJvRH7+qU7w6sWnI7DIo7cdfFZd3/1unpreOpkcoAnXpY72qY0xsS2oSaVWXPF0uc6G7Usu9NqKJBvP1momyhsz+h6x1WB9fc044c/x8N8GvkRn8KZ83AcHQby4tWcA1dONmZ106prhxe//aR24uQLw2pNmlnx9A+PBf3FXgb0zbTpj6Y8/jVmDPXNhp7/Za/pd90uy1WQoC7yubcef1sRqOCCX6UVzIMQzoZfZbhQ2NKAHTrjoXoB8gbUMDud5xqHLBrllIp6Abihei5+paGDMtoImHkOhtKQbSDKaF5ZL8okG3QTVpWkEfMV0yCTIfq45EAv8ohjjUT6xuN/0h03oJAVFenUlIPpJyCYsqDUpDHwHedjc11mqZpvoWnI5ZhnciReVHBWFiNrc0J5oZMwCfoPU9CssiabrL2ZKEvG/SbRUYR+9NRiSJgIU6Fp8qUKo1U+StSOdt7pp5d6BpbhhKbagCAw5FUqT3VPJjcqnZaCymBtkLZpTH+ZSqpMgO1ZOl+uurbqWbJBsOcR7oxdiQatnqhKOyuvJiIb7TPVitYptu7tIGuw1Mb5A7HZDvYrt+VOZOiXOabE7nOl9QnEd1QC2G6gzKrr7bdAxnsDXr4+9GG/0x0osL/bAIqeu/TCt94jPfWi7ann4gvPPQ/zq+zFrEZscJ6uDqkvWoLZG6HGhZG8ccUnK7hwt3jKfC+xL9c8sMlhvgJXrSuDZqvOOcPs8sSx9SxmwhAdvHTRsXmqUhmKUrUFQTeOiHBiOxe4qs8nZo0zL2aFUTDZdaGt9tpst+3223DHLffcdNdt991456333nz37fffgAcu+OCEF2744YgnrngbEUgAOw==)

Now we can solve for the sole unknown, p32. With some work, we can show that
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but, incredibly enough, this formula for p32 is the same formula as for a beta weight when we have three variables, and 1 and 2 are the IVs and 3 is the DV. An analogous result holds for the other path coefficient. It turns out, therefore, that the standardized regression weights (betas) solve the problem of the path coefficients nicely.

That is,
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Note that this says the correlation between 1 and 3 is equal to the beta for 3 from 1 plus the regression for 3 from 2 times the correlation between 1 and 2. (Look at the path diagram.) The other equation is:

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa20.gif](data:image/gif;base64,R0lGODdhFwE2ALMAAAAAAIAAAACAAICAAAAAgIAAgACAgICAgMDAwP8AAAD/AP//AAAA//8A/wD//////ywAAAAAFwE2AAME//DJSau9OOvNu/9gKI5kaZ5oqq5s675wLM90bd94ru987//AoHBILBqPyKRyyWw6n9CodMoDAKjNK3ZbsXq1XOLXGqZ6KefyLy1hq5nuNvm9iz/s9CL+m8ft8X1BgICBLoNzhWKIXYuJMIdgjoKNE4SSKZCXQpmaGZQenJ0+oaKMJKRQn0l/kXqtj6+gn5ZAY4h8Tmxnqje2aLwswBq6ZMJDbrhZt8m1y8aYsR3EtIqtzyK22b7Ss9czt3feJuK/sdSTV3Pkstrt7BjnMmnq0S3rctHxo/VPkPw0u+r886SK2ZFiWwgZ9IMwRruH/xTq0zERicR7KooNHAdR24aLG/+rpAtpkddCGxXtkWRU7+QmjNUIwjyRMtjKcsNmytMZomO2d/BqQrup8hQwoQCPyuzpcwzQCwZ5hstpFJpRfnGOrrxncqHTZi2RuRS2jSVBqF9LYLQk1k7ZpdgKglkUSSrNrnUrdfuoxW1XvkR/XYUrB99ZwCPO6RK85i8axqY+UNJqwVpgvYODRp5aafNhpiHlgm3ksnBlrJ5Na+bL8SpptlgHriudGnPjkW9X12atNzaHmWvppf2M9vdlEHvB4jSum1tc5gLrPiPrfOdppCtSDrcNKrHsHtppb7TriTD44Oa2eucdPXNx6LCo3labXnJgssdRIHXM3pDs/EO1tht2VPQNM1+BldnX2D7AvUIecUZgNxlJD8rXxYFqvWedNO0h2NljFgYzIID66VQfZJx9qOBpKKIkoXSQTehfWctIMU8+lpVDW1CW5bYKPSwN9xqJpRRp5JFIJqnkkkw26eSTUEYp5ZRUVmnllVhmqeWWXHbp5RARzAA7)

which says that the correlation between 2 and 3 is the regression of 3 on 1 times the correlation between 1 and 2 plus the regression of 3 on 2. (Look at the path diagram.) *Note that the path coefficients are beta weights.* The first path coefficient was a correlation, but this is also a beta weight when the variables are in standard form because there is only one variable, so r and  are the same.

The fourth variable has three paths that come to it (from 1, 2, and 3). We will have to calculate 3 equations to find the unknown path coefficients.
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![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa23.gif](data:image/gif;base64,R0lGODdh8gFZALMAAAAAAIAAAACAAICAAAAAgIAAgACAgICAgMDAwP8AAAD/AP//AAAA//8A/wD//////ywAAAAA8gFZAAME//DJSau9OOvNu/9gKI5kaZ5oqq5s675wLM90bd94ru987//AoHBILBqPyKRyyWw6n9CodEqtWq/YrHbL7XpDgLB4TC6bAd/Yec1Gp4PtOPlNz8jvbtO4LsHH+T9+bYCEfXsjYSeJD4t1hyKNhTqPYHmSdGWIliibaXOal5OUIJGhX5mQnSWqp6MepaY0n5WxmK4dsKuFs6S1OLwfrL5ZwK8rwq25HMjDLbfLzZ7PNcpv09FA19i7xdSm3duB2uF8qDfVjuPkv+rr0mK/w+DuovD0ofPO5pL59zb9/rrsg3HmG8CAag4iJKZQw5p1A1MVdDgxWsRKFS+wWUiwIYaHEP/b2QE50kw4jxpJpszIkQXKCrCY+XpJoRQ6Rp1u4hOZEiYzmzJbruK5LGgtmows6NRID2nOn0qNCtVE1A7Ci6lAucNKq+vUjktxSZ1pT9HYCWd3ht2wFm3ar14VCW07Uqs/uh/T4oVLam/UlmWH2r3n12dWvmBTFFarWO/bS4trOkbcsfHcxzDZ9qzbLHIfRGwx8/WM07Chk6LdZjb0dDXOwAYtqz79t6Zb2JSLyp7NW17qz6Zp9y5dOzan4sTRIlee+9Xv1yYlW3yuMjl0rKSlkK4eaaPS5mJ/e5fuWzz3POOXA9p+/nb07+ApPu9bnp1gyPODPc5+N79+3zkU5t//EwOKRVV8nA1G31GY7VegLST4JeCD2CwmIYVNTBghhl5oqGBcCEZ2YSwWOshRiRvqwSGJKKbImIsf6gZcOirehyAnJTa44hG46acjRlVpJ1qPzi2Y1I2sCfKeDzu6pCRLTvA3w5NQIskOlVzFEyWWWSYhZUJcBmllY2GK6cyWZX55TpNmpcmmk2WpiaM9SOXlppyQULVInSW5SQVen5jZZ5p/7onnnKURuY2OaLihKGUX0nkog0mSKcd/ljza2VDdTcrihpto+lUib3LqU6namSoZqus5GKqnLy4RE6wE3lHkqbnhceuqSNKKKK4V2lrUU6wKJGxom4Xoq1nJtnnn/7PVWRUjf9BWe+euRpI3p7XcKvnfC35gy1pAJgLb61uzFgshuLoOqx5EBwZ3rkTvQopuPea6Zhs+8d6Wl3uATSavvoISoszBrM7678AGf4jwbMteAWhryToa8RQPN/vPqwkO1/BhHod85FUCi2ydydOxkvGahgrTaL2OSGQxMgefeNYhj+airhbpogoozOTQVfOYJ8uo76gq+6wX0KgVOfSYYVmcL9ILb7w0w1sJrcrF3NxMLGJAFZxtaLxwjbFRS44MNdoXmc3QqmJ/O2zZO4KTdjZBVSkOkXfzuFSVZtvdpShVy7IXxdTQvLN8IKuNt+JQiFqv28JpPMTKMvTtEP/TcHYMx+Dacj5lNYsDKXnIlI9b+OU9ph7MqWwqWroLLfOpguwGo3f66C7PTrTdRNv5dPBkY0484cMfn6jKyiNrfPMbv8YU9MtbTj1wu1+fudRYB2+o6MTrDp/20auOcq+hV05+I7D5/rvuHEOfafzk89Z+/f8M7Do/8rpPVvr4S5y5/Neq/gVQfXEi4I0UNqPmMXB/AAoOBNcWFUdd74EK3EkFD1g+XjnueBjk4NYm6L2kkXA9fRKhCTOoLOFdsCQcLJr5YgiuFFKvdyzEj51oqAbGyQ9yKvQcD29HuhwmgyIHnMYJ1zfEJjrxiVCMohSnSMUqWvGKWMyiFrfIxS4QevGLYAyjGMdIxjKaEQQRyAA7)

*r14 = p41 + p42r12 + p43 r13*

The other two correlations are decomposed as:

*r24 = p41 r12+ p42 + p43 r23*

*r34 = p41 r13+ p42r23 + p43*

The path coefficients can be solved through regression. If we treat variable 4 as our DV and variables 1, 2, and 3 as IVs in a simultaneous regression, we will have the proper beta weights and thus the proper path coefficients.

Recap: path coefficients as beta weights. In our 4 variable problem, we could treat variable 4 as our DV and variables 1, 2, and 3 as our IVs and estimate beta weights for each of them simultaneously. If we did, we would get p41, p42, and p43. If we then toss variable 4 as our DV, and instead take variable 3 as our DV and 1 and 2 as IVs and compute a simultaneous regression, we will estimate p31 and p32. Finally, if we estimate the beta for variable 2 from variable 1 (which is, of course, r12) we have p21. Path coefficients come from a series of multiple regressions rather than from just 1 regression. Or, if you like, regression is the simplest form of path analysis, where we have 1 DV and k IVs, all of which are freely intercorrelated, so that no relations among the IVs are analyzed.

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa25.gif](data:image/gif;base64,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)

**Decomposing Correlations**

A path diagram implies that correlations are built up of several pieces.

|  |  |  |
| --- | --- | --- |
| http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa26.gif | http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa27.gif | http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa28.gif |
| Correlated  A | Mediated  B | Independent  C |

In the correlated cause model (A), part of the correlation between 1 and 3 is due to the direct effect of 1 on 3 (through p31). Part of the correlation will be due to the correlation of 1 with 2, because 2 also affects 3, that is, r12p32. However, we will leave that part unanalyzed because 1 and 2 are exogenous, and therefore the correlation between them is unanalyzed.

In the mediated model (B), only variable 1 is exogenous. We can now decompose all the correlations into direct and indirect effects. In this model, 1 affects 3 directly (p31) but also indirectly through 2 (p21 and p32). The correlation between 1 and 3 can be composed into two parts: direct effects and indirect effects. Some people call the sum of direct and indirect effects the *total effect*. Now in model B, there will be a correlation between 2 and 3 (r23). This correlation will reflect the direct effect of 2 on 3 (p32). But it will also reflect the influence of variable 1 on both. If a third variable causes the correlation between two variables, their relation is said to be spurious (e.g., the size of the big toe and cognitive ability in children). If the path from 2 to 3 were zero, the entire correlation between 2 and 3 would be spurious because all of it would be due to variable 1. However, in the current example, only part of the correlation between 2 and 3 is spurious. The spurious part is r23-p32 or p31p21.

In model C, the two IVs are independent. In such a case, the path coefficient is equal to the observed correlation.

The observed correlation may be decomposed into 4 pieces:

1. Direct Effect (DE) due to the path from X to Y
2. Indirect Effect (IE) due to paths through intermediate variables
3. Unanalyzed (U) due to correlated exogenous variables
4. Spurious (S) due to third variable causes.

Not all correlations are composed of all four parts, however.

Recall our first figure

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa1.gif](data:image/gif;base64,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)

We worked out a series of equations, one for each correlation based on this figure:

|  |  |
| --- | --- |
| *r12 = p21* | *r14 = p41 + p42r12 + p43r13* |
| *r13 = p31 + p32r12* | *r24 = p41r12+ p42 + p43r23* |
| *r23 = p31r12 + p32* | *r34 = p41r13+ p42r23 + p43* |

Because r12 is due to a single path that indicates a direct effect, r12 is composed solely of DE, a direct effect.

|  |  |
| --- | --- |
| *r13 = p31 + p32p21*  *r13 =* DE + IE | *r23 = p31p21 + p32*  *r23 =* S +DE |
| *r14 = p41 + p42p21 + p43 (p31 + p32p21)*  *r14 = p41 + p42p21 + p43 p31 +p43p32p21*  *r14 =* DE + IE | *r24 = p42 +p43p32 +p41 p21+ p43p32p21*  *r24 =* DE+ IE + S |
| *r34 = p43+ p41 p31+ p41 p21p32+ p42 p21p31+ p43 p32*  *r34 =* DE + S... | |

What is the point of this decomposition? The point is to better understand the correlations that we observe. How much is due to direct effects, indirect effects and third variables? It may help us to better understand theoretical processes, to gain leverage in the business of change, etc.

**A Simple Example**

Suppose we have 3 variables. The correlations observed among them are:

|  |  |  |  |
| --- | --- | --- | --- |
|  | 1 | 2 | 3 |
| 1 | 1.00 |  |  |
| 2 | .50 | 1.00 |  |
| 3 | .25 | .50 | 1.00 |

Suppose our model is:

|  |  |
| --- | --- |
| http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa29.gif | http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa30.gif |
| A | B |
| *z1=e1*  *z2=p21* *z1+* *e2*  *z3=p31* z1*+p32z2+* *e3* | *z1=p12z2+ e1*  *z2= e2*  *z3=p32z2+ e3* |
| For model A, p21 is r12, which is .50. The paths from 1 and 2 to 3 are betas from the regression of 3 on 1 and 2. The beta weights are 0 and .50. Therefore  *p21* = .50  *p31* = .00  *p32* = .50 | For model B, p12 is r12, which is .50. p32 is r23, which is .50. Therefore,  *p12* is .50  *p21* is not estimated  *p32* is .50  *p31* is not estimated |

Because the correlations are decomposed into the 4 kinds of effects, we can build up correlations from path models. For example, for Model

|  |  |
| --- | --- |
| http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa29.gif | http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa30.gif |
| A | B |
| *z1=e1*  *z2=p21* *z1+* *e2*  *z3=p31* z1*+p32z2+* *e3* | *z1=p12z2+ e1*  *z2= e2*  *z3=p32z2+ e3* |
| r12 = *p21* | r12 = *p12* |
| r13=*p31+p32p21* | r13=*p32p12* |
| r23=*p32+p31p21* | r23=*p*32 |
| In the current case with the path estimates we found on the last page, for both models r12=.50, r13=.25, and r23=.50 | |

Suppose we have the following model:

|  |  |
| --- | --- |
| http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa29.gif | R =  1.00  .60 1.00  .50 .40 1.00 |
|  |  |

We know

p21 = r12 = .60

p31 =  31.2 = (r31-r32r12)/(1-r212)=(.50-.40\*.60)/(1-.36) = .406

p32 =  32.1 = (r32-r31r12)/(1-r212)=(.40-.50\*.60)/(1-.36) = .156

Therefore,

p21=.60

p31=.41

p32=.16.

Notice that the path diagram implies a set of equations that allows us to estimate each of the paths. But also notice (new concept) that the path diagram implies a set of equations that would let us estimate a correlation matrix in the absence of data if we knew the path coefficients. In the case of the path diagram we just drew, the correlations are

r12=p21

r13=p31+p32p21

r13=DE + IE

r23 = p32+p31p21

DE + S

Now suppose we didn't have any data, but we did have a theory that said that the following:

p21=.8

p31=.3

p32=.7

Our dependent variable is 3. Our theory says that 3 is strongly predicted by the IVs. Further, most of the effects of variable 1 are explained through the mediating effects of 2.

|  |
| --- |
| http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa31.gif |

Our predicted correlations are:

r12=p21 = .80

r13=p31+p32p21 = .3+.7\*.8 = .86

r23 = p32+p31p21 = .7+.3\*.8 = .94

Notice that we can now collect data, compute a correlation matrix, and compare it to what we predicted based on our theory. This is (to some of us, at least) enormously exiting because we can make quantitative, point predictions and then compare them to actual data. This is analogous to cross-validation. In cross validation we predict values of Y given a previously estimated set of regression coefficients and then compare the predicted values to the actual values. In path analysis, we can generate values of correlations based on a theory and then compare them to actual values. We could actually generate an R-square based on predicted and actual values of *r* in the off-diagonal matrix. If our predicted and actual values were:

|  |  |
| --- | --- |
| Predicted R | Actual R |
| 1.00  .80 1.00  .86 .94 1.00 | 1.00  .62 1.00  .50 .39 1.00 |
|  |  |

The predicted R is based on our path diagram and associated theory. Suppose we collected data, computed the correlation matrix, and then found the matrix shown under Actual R. As you can see, the correspondence is not very close. To compute *r*, the correlation between off-diagonal entries, we could find:

Pred Actual

.80 .62

.86 .50

.94 .39

If we compute the correlation between these two columns, we find it to be -.99, which is about opposite to our predictions. However, such an *r* is not the customary means of evaluating predicted correlations against observed correlations. The problem with such a method of evaluation is that it takes no account of differences in means between the predicted and actual correlations. Instead, the approach typically used in the root-mean-square-residual (RMSR), which is computed by subtracting the predicted from the actual, squaring the result, taking the average over the correlations, and taking the square root. You can think of this as a standard error of prediction or the standard deviation of the residuals. In our data, we have

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | Predicted | Actual | Difference | D\*\*2 |
| Corrs | .8 | .62 | .18 | .0324 |
|  | .86 | .50 | .36 | .1296 |
|  | .94 | .39 | .55 | .3025 |
|  |  |  |  |  |
| Mean | .867 | .503 | .363 | .155 |
| RMSR |  |  |  | .393 |
|  |  |  |  |  |

There are numerous statistical approaches in addition to RMSR to evaluating the fit of path and SEM models. However, they all share the same logic. It is important for you to see the logic of the approach.

1. We assume the values of some parameters based on theory.
2. We estimate the correlation matrix based on the assumed parameters.
3. We compare the observed correlation matrix to that which is based on theory to see how accurate our theory was. That is, we test the fit of the data to the model or theory (using RMSR,  2, or other measures).

It's just...that...simple.

**Identification**

Identification is important for both the estimation of parameters and the testing of model fit.

**Parameter estimates**. A parameter is said to be *identified* if a unique, best fitting estimate of the parameter can be obtained based on the sample of data at hand. For example, a path coefficient is identified if a single beta weight is associated with it and the beta weight can be estimated with the given data (sample size is large enough, collinearity is not too severe a problem). A model (path diagram, etc.) is said to be identified if all of the parameters in the model are identified. If a parameter is not identified, it is said to be *underidentified*, or *unidentified*, or *not* *identified*; same for the model if one or more parameters is not identified. Parameters can be underidentified for many reasons, all of which sort of ruin your day. The most common reason for underidentification (at least in the literature on SEM) is that the set of simultaneous equations implied by the path diagram does not have enough correlations in it to offer a **unique** solution to the parameter estimates.

For example, suppose my theory says that two variables are reciprocal causes, like this:

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa32.gif](data:image/gif;base64,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)

Let's further suppose that it turns out that the predicted correlation between the two variables based on the path model is r12 = p21\*p12 (this isn't strictly true, but play along for now). Now let's suppose that the observed correlation between the variables is r12 = .56. We want to estimate p21 and p12. A solution that fits the observed correlation is p21 = .8 and p12 = .7 because .8\*.7 = .56. But notice that we could also have p21 = .7 and p12 = .8, because .8\*.7 = .56. The problem is that we have two different solutions to the parameter estimates that fit the data perfectly. The data cannot be used to tell which is the better set of parameter estimates. Whenever there is no single, best fitting parameter estimate based on the data, the parameter is unidentified. For our data, p21 and p12 are unidentified because they have more than 1 best fitting solution (parameter estimate).

**Model testing**. A model is said to be *just identified* if the set of simultaneous equations implied by the parameters has just enough correlations in it so that each parameter has a solution; if there were any more parameters to estimate, one or more of them would not be identified. If there are some correlations left over after all the parameters have been estimated, the model is said to be *over identified*. Over identified models have some nice properties for theory testing, which we will get to.

 A just identified model:

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa1.gif](data:image/gif;base64,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)

An overidentified model:

![http://luna.cas.usf.edu/~mbrannic/files/regression/gifs/pa24.gif](data:image/gif;base64,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)

Note that in the overidentified model, one of the paths is missing because it is set to zero (assumed to be zero). If we estimate the parameters of a just-identified model from a correlation matrix, the parameter estimates will always reproduce the correlation matrix exactly (fit will be perfect). If the model is over-identified, the parameter estimates do not have to reproduce the correlation matrix perfectly, and we can compare the observed correlation matrix to the one based on our parameter estimates to examine fit. The closer the two matrices are, the better the model is said to fit the data. Of course, we have to consider how much overidentification there is (the number of parameters assumed by the researcher) in looking at fit because the larger number of parameters assumed, the worse the fit in general.